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Abstract—In this paper, an approach for synthesizing a monitoring system to insure the detection of interruption, permanent and/or 
intermittent faults in a sub-class of hybrid systems namely continuous flow systems, is presented, this approach is based on system 
modeling using hybrid automaton with stopwatch, the faults detection is guaranteed by timer violation. The timer calculates the elapsed 
time from the beginning of operating cycle of the system. The obtained results show that the monitoring system is able to detect rapidly the 
considered types of faults. A classical example is dedicated to illustrate our approach; the results obtained confirm the effectiveness of the 
proposed work. 

Index Terms— Continuous Flow Systems, Faults modeling, Monitoring system, Hybrid Automata.  

——————————      —————————— 

1 INTRODUCTION                                                                     

IBRID Dynamic Systems (HDSs) are dynamic systems 
integrating explicitly and simultaneously continuous 
and discrete event systems (DESs), which require for 

their description the use of a continuous model, and a discrete 
event model [16]. In this paper, a particular class of HDSs, 
which are Continuous Flow Systems (CFS) is considered, for 
example transportation systems, production systems, commu-
nications systems, etc. This class involves hybrid systems, 
which are said positive, i.e. all the state variables take only 
positive values.  

 
The hybrid character of a system can owe either to the sys-

tem itself or to a discrete controller applied to a continuous 
system. Several works have been devoted to the modeling of 
HDSs. The most known model of this category is hybrid au-
tomata (HA). This model presents a lot of advantages. The 
most important is that it combines, explicitly, the basic model 
of continuous systems, which are differential equations, with 
the basic model of discrete event systems. The model-based 
monitoring approaches are relied on the comparison of the 
expected behavior of the system (described by model) and the 
actual observations. So, a fault occurrence is declared when 
some discrepancies occur between the two mentioned outputs. 

 
Monitoring methods for HDSs are classified in two catego-

ries; non-model-based methods and model-based methods. 
The non-model-based approaches are highly dependent on the 
heuristic rules and require the process history. In this article, 
we focus on the second category in which the normal behavior 
of the system is modeled. These monitoring methods are 
based on models of normal function and/or the malfunction 
of system which are found in the literatures [1]-[7]. 

 
The most of works are not based on time aspect of faults 

and operating system regardless of the normal functioning or 
faulty functioning. For this we aim to develop a new and more 
powerful detection model based on time aspect. This paper 
proposes a monitoring approach for permanent and/or inter-
mittent faults in sub-class of HDSs, whose principle is based 
on system modeling using hybrid automaton with stopwatch 

this model is proposed with two aspects: data acquisition and 
fault detection. The data collected during the actual operation 
of the system (in presence of faults) and they will be compared 
with normal operation. 
 

In permanent faults, the passage towards a state of incipient 
fault is due to the occurrence of a fault event. Then the system 
will move to other states of dysfunction. In case of intermittent 
faults, the system can return to a normal operating state after 
occurrence of an event back in normal operation. In this work, 
we focus on two types of faults which are defined as follows.  

2 FAULTS IN HDSS 
Fault modeling involves the acquisition for prior knowledge 

of faults to be detected. We note that a system fault is a faulty 
state, while a failure or a fault source can lead to a faulty state. 
In the context of HDSs, the occurrence of a fault is, also, the pas-
sage towards a faulty state. This passage can be modeled by a 
transition on a fault, if we consider models-based events [8], [9]. 
If we consider a state-based model [10], a partition of system 
states in nominal conditions and faulty states is first established. 
In this last case, a system is declared faulty if it reaches a mal-
function state. 

 
Permanent faults are defined as malfunctions of compo-

nents that need to be replaced or repaired. Therefore, a fault is 
permanent if recovery occurs after the repair or replacement of 
the faulty component. For example: The final judgment of the 
pump in Figure 1. 

 
An intermittent fault is usually the result of a partial and 

gradual degradation of a system component, can lead to per-
manent fault. In this case, the system can regain its nominal 
operation after occurrence of the event. Therefore, fault is in-
termittent if the recovery occurs automatically (without resort-
ing to replace the components). For example, valve blocking in 
opening or closing mode (Figure 1). 

 
The difference between the above fault types is that the in-

H 
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termittent fault leads the system to switch between the offend-
ing state and the normal state (no faults), however, the per-
manent faults are always associated with events of overlap 
and the system cannot automatically switch from fault state to 
the normal state. 

 
 
 
 
 
 
 
 
 
 
 
 
 

3 MONITORING APPROACH 

When The monitoring approaches in which the abstraction of 
continuous dynamics of HDS have been utilized (through the 
use of DES models) lead to a considerable loss of information 
and so are not reliable for the fault detection. In the other 
words, in some cases, failed behavior manifested by a trajecto-
ries deviation of continuous dynamics of system. Therefore, 
using the diagnostic approach based on a purely discrete ab-
straction of the system evolution is inadequate for the fault 
detection purposes. 

 
To overcome this problem, a monitoring approach is pro-

posed in this article based on the work presented by Karoui 
[11] and Derbel [12] illustrated in Figures 2, 3 and 4. Our goal 
is to develop a new approach for monitoring purposes utiliz-
ing the stopwatch hybrid automaton model (SHA). Figure 5 
illustrates the overall scheme of our proposed monitoring ap-
proach. This approach takes into consideration the temporal 
time aspect in the evolution of HDS to be monitored. It relies 
on the use of a complete model of the system in the normal 
operation in the form of a hybrid automaton (HA). HA allow 
both modeling of discrete and continuous parameters that 
make up the HDSs. 

 
The continuous component is described by a set of ordinary 

differential equations, and discrete component is described by 
a finite automaton. This model describes the time evolution of 
system events through the use of a set of timers. These ficti-
tious variables are used to abstract the interactions between 
the continuous dynamics (variables) and discrete dynamics 
(events) of a system, using a set of temporal constraints 
(guards) conditioning the continuous evolutions and discrete 
evolutions.  

 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
In the sequel, first, some required definitions are presented; 

then, the developed monitoring algorithm is detailed. 

 
Fig. 1. Filling System. 

 

 
Fig. 2. General Structure Of A Monitoring Model. 

 

 
Fig. 3. Overall Approach Of Diagnostic Based On Timed Automata. 

 

 
Fig. 4. Diagram Of On-Line Diagnostic Based On Rectangular 
Hybrid Automata. 

 

 
Fig. 5. Overall Scheme Of Our Proposed Monitoring Approach. 
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Definition 1 (Hybrid automaton) A linear hybrid automaton 
[13] with stopwatch is 8-uplet H = (S, X, T, Σ, t, dif, Inv, S0) in 
which the following variables are incorporated: 

♦ S: the finite set of locations (also known as localities, situ-
ations); 

♦ X: the finite set of real variables (continuous state vector 
components); 

♦ T: the finite set of transitions. We note that 
a=(s,g,σ,R,s’)∈T where s is a location source, g is the guard, σ 
is the event associated, R is the assignment and s’ is the desti-
nation location; 

♦ t: the stopwatch timer which calculates the time at each 
operating cycle; 

♦ Σ: finite set of labels (i.e. set of event-actions related to the 
transitions crossing); 

♦ Dif: the function associating with every location s ∈ S the 
set of continuous behavior (also called as activities) Dif(s) cal-
culated as below:  

( )
( )i

i l
t

dx u
x t cste

du
= =  

♦ Inv: the function associating with every location s ∈ S an 
invariant inv(s); 

♦ S0 ∈ S: the initial location. 
 
Definition 2 Assume that { }, 1,...jev j N∈ is the set of all re-
lated events, where N represents the number of events in the 
system. We consider t as a timer that calculates the elapsed 
time from the beginning of the operating cycle of the system. 
This timer reset to zero after each cycle execution. Also as-
sume that { }, 1,...jT j N∈ is a set of all occurrence times asso-
ciated with each jev , According to the mentioned assump-
tions, we can derive the following condition:  

If the event jev  appeare when jt T= , then the system is in 
normal operation, 
Else, the timer indicates a violation of specific time asso-
ciated with each jev . 

 
Example 1 Let j=2, therefore they are: Two events, 1ev and 2ev ; 
Two moments of occurrence, 1T and 2T . 

If 1ev  appeared when 1t T= and 2ev  appeared when 2t T= , 
the system works normally. 
Else, the timer indicates a violation of the specific time as-
sociated with 1ev and/or 2ev . 

 
Definition 3 Assume that { }, 1,...iX i n∈ is the set of all state 

variables of continuous dynamics of HDS, where n is the va-
riables number, { }, 1,...iM i m∈  is the finite set of modes (also 
called locations) and m is the number of modes in normal op-
eration. Crossing conditions fixed in the HA are calculated 
using i ix X∈ , which is an external variable of HA.  We consid-

er { }, 1,...sT s S∈  as the set of intervals in which S is the num-

ber of occurrence intervals of modes { }, 1,...iM i m∈  and as-

sume that 
idT  is the occurrence interval of the fault di , Ac-

cording to the mentioned assumptions, we can derive the fol-
lowing condition:  

If the condition iC  on ix  that keeps the input transition as-
sociated with each mode iM is true ( st T∈ ), then the system 
normally switches from the previous mode to the current 
mode, 
Else, the timer indicates a violation of the specific time for 
each iC  that control the input transition of the current 
mode. 

 
Example 2 Let m=2 and i=2, C ( 1 0.5x ≥ ) and the occurrence 

interval of the mode 2M is [ ]50 60  therefore: 

If ( )1 0.5x ≥ and [ ]50 60t∈ , the system switches from the 

mode 1M to the current mode 2M , else, the timer indicates a 

violation of the specific time [ ]50 60 on the condition 

( 1 0.5x ≥ ) which keeps the input of the current transition 
mode 2M . 

 
From the last two definitions, we distinguished input tran-

sitions guards associated with each mode iM  . Accordingly, 
the monitoring algorithm can be developed as follows. The 
monitoring process is formally described in Algorithm 1. We 
begin by initializing the timer t then run the SHA. The variable 
t is used to measure the time elapsed between the occurrence 
time and disappearance time of the observable event. It can 
also measure the length of stay in each mode. This variable is 
reset after each execution cycle. This algorithm could be sim-
plified as the architecture presented in Figure 7. 
 
 
Algorithm 1 proposed monitoring Algorithm 
Inputs: ix  
Outputs: iM , t of timer 
1:   «INITIALIZATION», time initialization, t=0 ; 
2:   Loading data in SHA 
3:  If«VERIFICATION_CONDITIONS», the condition iC  do 
4:       verification of timer t; 
5:       If the timer st T∈ do 
6:            system normally switches from iM to 1+iM ; 
7:            Else if the guard = − ig C is true when st T∈  do 
8:                 the system switches to the malfunctioning mode 1+mM ; 
9:                     announce the occurrence of a fault id ; 
10:                   until the fault id  disappeared do 
11:                                 If 

idt T∈  
12:                                       return «VERIFICATION_CONDITIONS»; 
13:                                 else 
14:                                       End of the operating cycle; 
15:                                 End 
16:                   until end 
17:            else 
18:           announce « normal », the system operates in the normal mode; 
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( )
1 1 1

2 2 1 2 1 2

4 4 2

( ) 2 . ( ) ;

( ) ( ) ( ) . 2 . ( ) ( ) ;

( ) 2 . ( ) .

Q t S g h t

Q t A sign h t h t g h t h t

Q t S g h t

 =
 = − −


=

19:            end 
20:      end 
21:   else 
22        the operating system staying in the normal mode iM ; 
23:   End. 

 
In the following, a hydraulic system has been used as s dedicated 
example to illustrate the process implementation. 

4 ELLUSTRATIVE EXAMPLE 
We consider the hydraulic system [14] depicted in Figure 6. It 
consists of [6]: 
• Two tanks R1 and R2, with cross sections  
S1 = S2 = S; 
• Four cylindrical pipes C1, C2, C3 and C4 have the same cross 
section A. the two tanks are connected by pipes C2 and C3 
placed respectively at the levels h12= 0m and h12 = 0.5m. The 
pipes C2 and C3 are equipped with V2 and V3 valves.  
• Two valves V1 and V4 allowing liquid evacuation for the 
use; 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
• Two pumps P1 and P2 have the same flow rate Qp; 
• Four sensors: two sensors measure the flow rates Qp and 
QV1 (flow rate through the valve V1) and the other ones 
measure h1 and h2 that are the height of liquid in tanks R1 and 
R2 respectively. 

 
Remark 1 To simplify the study, we consider that the valves 
V1, V2 and V3 are kept constantly open. 
 
4.1 System Modeling During Normal Operation 
The modeling is an important step to understand the system 
behaviors, we use hybrid automaton which represents an ex-
tended version of finite state automaton associated with diffe-
rential equations. Thus, the overall sate of a hybrid automaton, 
at a given time is defined by a pair (q, x) in which q represents 
the situation (discrete state) and x the state vector (in the sense 
of continuous). This global state changes for two reasons: 

 
♦ The crossing of discrete transition is changed abruptly or 
directly by the evolution of continuous state. This crossing 
happens when an appropriate event occurs and/or if a condi-

tion becomes true; 
 

♦ The temporal evolution that affects x following the differen-
tial equation associated to the current situation. This situation 
remains unchanged. 
Flow rates expressions given in [6] and [14] by Torricelli law 
are: 
 

(1) 
 
 

 
3Q could be calculated using three expressions depending on 

liquid level in the tanks R1 and R2 

( )
( )
( )

3 1 12 1 12 2 12

3 3 2 12 1 12 2 12

3 1 2 1 2 1 12 2 12

2 . ( ) ( ) ,

2 . ( ) ( ) ,

( ) ( ) 2 . ( ) ( ) ,

A g h t h t if h h and h h

Q A g h t h t if h h and h h

A sign h t h t g h t h t if h h and h h

 − > <

= − − < >


− − > >  
To simplify writing, we rewrite 3Q by the following expression:  

( )3 3 1 1 2 2 1 1 2 2. ( ) ( ) 2 . ( ) ( )Q A sign H h H h g H h H h= − −                               (2) 

Where H1 and H2 are respectively the non-linear functions of 
h1 and h2  

( ) 1 12
1 1

1 12 1 12

0 if h h
H h

h h if h h
<

=  − ≥
                                                       (3) 

( ) 2
2 2

2 12 2

0 if h h
H h

h h if h h
<

=  − ≥
                                                      (4) 

After developing and linearizing, the following equations can 
be derived: 

1 1

2 1 2

3 1 12

4 2

. 2 .

. 2 .

. 2 .

. 2 .

Q A g h

Q A g h h

Q A g h h

Q A g h

 =

 = −


= −


=

                                                                (5)                          

Table 1 shows the probable events (spontaneous or controlled) 
that may be happened [15]. 
We consider the following specifications: 
♦ The valves V1, V2 and V3 are always open, 
♦ The pump is controlled to maintain h2 in a fixed interval, the 

TABLE 1 
CONTROLS AND SPONTANEOUS EVENTS GENERATED BY THE 

SYSTEM 

 

 
Fig. 6. Hydraulic System. 
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pump is switched on when h2 = h2max (h2max = 0.1m). The pump 
is stopped when h2 = h2min (h2min = 0.2m). 
♦ The valve V4 can be opened by the operator, but the action is 
only performed if the liquid level in the tank R1 is greater than 

h12. The valve V4 is held closed when the liquid level in the 
tank R1 is less than h12. 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
In normal operation, only two discrete states are considered: 
the state of the C3 pipe that can take the terms V (The two le-
vels h1 and h2 are lower than h12) or P (at least one level h1 or 
h2 is greater than h12); and the state of the valve V4 which can 
take the modality O (opened) or F (closed). The initial state 
corresponds to discrete state 0 (V;F)q = and the continuous 
state x0=[0.4 0]T. Thus, the system initially starts with the le-
vels h1 and h2 greater than h12. 
Remark 2 We consider a safety threshold: h=h1min (h1min 
=0.001m) at which the pump should be started and superior 
threshold h1=h1max (h1max = 2cm) above, the pump should be 
stopped. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Using these behaviors that are developed based on considered 
specifications, we can represent each behavior of this system 

by mode i, knowledge that switching from one mode to 
another is controlled by inequality constraints that depends on 
h1, ev1 or ev2. Figure 8 illustrates the hybrid automaton in 
normal operation. Figure 9(a) and (b) illustrates the levels h1 
and h2 and the evolution of modes respectively. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

4.2 Modeling of the Monitoring System 
We based this in part on the algorithm that we proposed 

previously, in which we have modeled the system behavior 
during normal and faulty operation by SHA. This algorithm 

 
Fig. 7. Algorithm Architecture. 

 

 
Fig. 8. Hybrid Automaton In Normal Operation. 

 

 
(a) 

 
(b) 

Fig. 9. (a) level of h1 and h2. (b) evolution of Modes 
 
 

IJSER

http://www.ijser.org/


International Journal of Scientific & Engineering Research, Volume 7, Issue 10, October-2016                                                                                        91 
ISSN 2229-5518 

IJSER © 2016 
http://www.ijser.org  

allows us to extract the guards of input and output transitions 
of faulty operation. Therefore, we have been able to achieve 
monitoring system, described below. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
As part of the formalization of our monitoring approach, 

we consider intermittent and permanent faults vis-à-vis which 
we analyzed behavior of our monitoring system. The table 
below shows the faults considered. 
 
4.3 Results 
Fault 1: The fault d1 is characterized by blocking of the valve 
V4 in opening mode until time t=385s, opening time exceeds 
the specified time [ ]240 380t∈ . 

 
Figure 11 shows that an intermittent fault has been an-

nounced by the monitoring system (illustrated by the red cir-
cle in this figure). The alarm turns on quickly when t=380s for 
a few moments to tell us that the system has violated specific 
time (Figure 11(b)). 

 
Fault 2: The fault d2 is characterized by blocking of the 

valve V4 in closing mode until time t=243s.  In this case, an 
intermittent fault has been again declared by the developed 
monitoring system which it can be observed in Figure 12.  The 
alarm turns on quickly when t=240s for a few moments (Fig-
ure 12(b)) to tell us that the system has violated specific time. 

 
 
 
 
 

 
 

  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Remark 3 The two faults d1 and d2 do not affect the conti-

nuous part of our system, because the system is provided with 
a control of pump to keep level h2 between h2min and h2max. 

 
Fault 3: The fault d3 occurs at Final judgment of pump at 

time t=243s. This type of fault affecting the continuous part of 
the system (Figure 13(a)) As it can be observed in Figure 13, a 
permanent fault has been correctly detected by the monitoring 
system (shown by the red circle in this figure). the alarm turns 

TABLE 2 
CONSIDERED FAULTS IN THE SYSTEM 

 

 
Fig. 10. Monitoring System Model. 

 

 
(a) 

 
(b) 

Fig. 11. (a) SHA Behavior In The Presence Of d2 .  
             (b) Alarm Behavior 
 
 

 
(a) 

 
(b) 

Fig. 12. (a) level of h1 and h2. (b) evolution of Modes 
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on quickly when t=243s for an unlimited delay (Figure 13(c)) 
to tell us that system is broken down, Which requires us to 
repair or to replace the pump. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

5 CONCLUSION 
In this paper we proposed a monitoring system for HDS 
whose model is a stopwatch hybrid automaton. It takes into 
account the time aspect and the dynamic changes that may 
appear during the process execution; this change may be de-
finitive or spontaneous. The guards of automaton represent 
the crossing conditions, these conditions are timed with a ti-
mer that calculates elapsed time of each execution cycle. Au-
thorized the behavior system (normal) is controlled by va-
riables whose constraints are expressed by inequalities defin-
ing the acceptable space of system evolution. 

 
The current work is devoted to developing a stopwatch hy-

brid automaton structure for a monitoring system able to 
detect, identify and locate the intermittent and/or permanent 
faults quickly and at the same time, by combining monitoring 
approach based on the model presented in this paper with the 

methods which are cited in section III. 
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(a) 

 
(b) 

 
(c) 

Fig. 13. (a) Continuous Evolution in The Presence of d3. 
(b) SHA Behavior. (c) Alarm Behavior 
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